Avoiding the Wumpus

CS 480
Intro to Artificial Intelligence



Wumpus world

Problem setup

Environment
4x4 grid, containing

e 1 pile of gold
e Several pits
e Wumpus (carnivorous)

Goal
Reach the gold without falling in a pit or being
eaten by the wumpus
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Wumpus world simplified

For the moment,

Multiple Wumpuses, but they do not move
Gold isin (4,4), agent in (1,1)

No pits

We have a “wumpus adjacency sensor”
We know the marginal probability that a
wumpus is in any single cell

We can use these facts to build a model of the
probability that a wumpus is any specific cell,
and use this to decide which cells are safest to
move to.




Setting up the probabilities

Define random variables

o Let W, be the RV for the event that a
wumpus is in cell (i,j)

e LetD,, be the RV for the event that a
wumpus is detected to be adjacent to cell

(ki)

Define probabilities and independence
relationships

(m,n)

(k) | @)

p(Wi; = TRUE) = 0.2, W;; L Wy, for (¢,7) # (k,1)

p(Dij = TRUE | Wij41 = TRUE) = p(di; |

Sensor is noise free, but we still can’t
measure wumpus direction directly

wit15) = p(dij | wij—1) = p(dij | wi—15) =1
p(dij | "Wijt1, "Wig1j, "Wij—1, W;—15) =0
D;; L Wy, | Wy where (2, 5) adj to (k,1)




Setting up the query

“What is the probability that a wumpus is in (1,3)
given no detection in (1,1) and detections in
(2,1) and (1,2)?”

We’'ll repeat this query for (3,1) and (2,2).

Note: if D, = False, we know W, =W,, =W, =
False because of the sensor model

Step 1: Write down query as a probability
statement

Step 2: Put into joint distribution form

Step 3: Rearrange, marginalize, plug-in




Step 1: writing the query as a probability statement

“What is the probability a wumpus is in (1,3) given no detection in (1,1), and
detections in both (1,2) and (2,1)?”

p(W13 = TRUE | D11 = FALSE, Dy = TRUE, D+o5 = TRUE,
Wi = FALSE, Wo1 = FALSE, Wia = FALSE)
Abbreviated version

p(wis |—di1,do1, di2, ~wi1, "Wa1, TW12)

p(wy3 | sensors, cleared)

Let “sensors” and “cleared” stand in for the
collection of RV settings we started with




Step 2: Joint distribution form

“What is the probability a wumpus is in (1,3) given no detection in (1,1), and
detections in both (1,2) and (2,1)?”

p(wis | sensors, cleared ) = o E p(wis, ~d11,d12,d21,D13 = d1, ..., Dyg = dy,

W1, "Wa1, “Wi2,W31 = Wy,. .., Wiy = W)

p(w13 | Sensors, cleared ) =« E p(wlg,sensors, cleared , hidden = h)

h
Here, we're using the definition of conditional probability, normalizing, and

marginalizing over all the variables not mentioned in the query




Step 3: rearrange, marginalize, normalize, solve! (1)

p(wis | sensors, cleared) = @
o Z p(w1s, sensors, cleared, hidden = h)
h
If we split hidden into two pieces, adjacent and
far we can leverage conditional independence to ©
simplify
@)

p(sensors | cleared, adjacent, far) =

p(sensors | cleared, adjacent)

We’'re going to have to do some rearranging first
to be able to use this fact




Step 3: rearrange, marginalize, normalize, solve! (2)

p(wis | sensors, cleared) = aZp(wlg, sensors, cleared, hidden = h)

h
S&?:E:’gﬂen into =« ; ;p(wlg, sensors, cleared, adjacent = hy, far = hs)
=« [p(sensors | wis, cleared, adj = hy, far = hy)
Use product rule %: %2:
- p(wss, cleared, adj = hy, far = hg)|
Use conditional = az Zp(sensors | wis, cleared, adj = h1) - p(wis, cleared,adj = h1, far = hs)
independence of e P -
the sensors

Note: the first term does not depend on h,




Step 3: rearrange, marginalize, normalize, solve! (3)

p('w13 | Sensors, cleared) = w3, cleared, adjacent, and far are all W;;
random variables, which are independent!
e E p(sensors | wis, cleared,adj = h1) [ E p(w1s, cleared, adj = hy, far = hz)]
hl h2
Don’t involve h, or h, Doesn’t involve h,

p(wis | sensors, cleared) = /\ /

aZp(sensors | w3, cleared,adj = hy) [Zp w13) - p(cleared) - p(adj = hy) - p(far = hg)]
h1

= a p(w13) - p( cleared ) Zp(sensors | w13, cleared,adj = hy) - p(adj = h) Zp(far = hsg)
hl h2



Step 3: rearrange, marginalize, normalize, solve! (4)

We can simplify further

p(wis | sensors, cleared) =

a p(wi3s) - p( cleared ) E p(sensors | wis,cleared,adj = h1) - p(adj = hy) Zp(far = hg)

Sums to 1

! hi I ha
Combine «
and p(cleared) Recall the sensor model. This is either
0 or 1 depending on the values for adj
p(w13 | sensors, cleared) = o'p(w13) E p(adjacent = h)
h1 € cons(sensors, w;;)
cons(sensors, wy) = {W;,; : the wumpus could have generated sensors}

(@and wy3)



W; consistent with the sensors (1)

What settings for W in adjacent are consistent with sensors ~d,,, d,,, d,, and

w13?
3| @ 3| @ 3| @
2 O 2 O 2
11 @ O 11 @ 11 @ @
1 2 3 1 2 3 1 2 3

p(ad)) = p(wy,W3,) = 0.2%0.2 = 0.04 p(ad)) = p(Wyp,"W3,) = 0.2%0.8 = 0.16 p(ad)) = p("W,,,W44) = 0.8%0.2 = 0.16

p(wys) =0.2



W, consistent with the sensors

What settings for W;; in adjacent are consistent with sensors ~d,,, d,,, d,; and

W57
3 3
2 O 2 @
1 @) 1 @ @
1 2 3 1 2 3

p(ad)) = p(Wyy,"W3,) = 0.2%0.8 = 0.16  p(ad)) = p(wW,,,W54) = 0.2%0.2 = 0.04

p(7w,;) =0.8



p(w13 | sensors, cleared) = o' p(ws3)

>

hi€ cons(sensors, w3

cons(sensors, w;3) = {W;;, : the wumpus could have generated sensors}

p(adjacent = h)

Solving for «

Plugging in,

p(w,;|sense,cleared)
= a P(Wq3)[P(Wop, W3 1) +P(TW,0, W31 ) +P(Wopp, W34 )]
= & (0.2) [ (0.04) + (0.16) + (0.16) ] = & 0.072

p(~w,|sense,cleared)
=a p("W13)[p(W22,ﬂW31)+p(W22,W31)]
=a(0.8)[(0.16) + (0.04)] =« 0.16

a (0.072+0.16) =1, a =4.31...

p(w,s|sense,cleared) = 0.310
p(~w,,|sense,cleared) = 0.689

® ® ®
e e
@ e @ @
0.04 0.16 0.16
® @
@ e
0.16 0.04




Solving for w,, and w,,

W,, is symmetric with W,;, so p(w;4|...)=p(W,5]...)=0.31 > > >

() ()
W,, is not symmetric, but has the same “consistent
configurations” as before, just different probabilities (@) @ (@) () (@)
p(w,,|sense,cleared) 0.04 0.04 0.16
= o P(W5p)[P(Wy3, W34 )+ P(W13, W3 )+P(TW 5, W3 )+P(TW13, "W, )]
=a (0.2) [ (0.04) + (0.16) + (0.16) + (0.64) ] = a 0.2
P("Wy,|sense,cleared) So the agent should °
= a p(TWy,)[P(Wq3,W34)] avoid (2,2) for either ©
= ¢ (0.8) [ (0.04)] = & 0.032 (3,1) or (1,3) e ® ®

a=4.31, p(w,,|sense,cleared) = 0.86 0.64 0.16



Summary and preview

Wrapping up

e \We can apply all the rules of probability we've discussed to answer queries
about the probability of specific states of the environment

e After developing a model, we can compute a desired probability with a
simple three step approach

e Simplifying the model can help save significant computation overhead

Next time

e Graphically modeling independence structure using Bayes Nets



